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ABSTRACT 
There is a need to better understand how operators and autonomous vehicle 

control systems can work together in order to provide the best-case scenario for 
utilization of autonomous capabilities in military missions to reduce crew sizes and 
thus reduce labor costs. The goal of this research is to determine how different 
levels of autonomous capabilities in vehicles affect the operator’s situational 
awareness, cognitive load, and ability to respond to road events while also 
responding to other auditory and visual tasks. Understanding these interactions is 
a crucial step to eventually determining the best way to allocate tasks to crew 
members in missions where crew size has been reduced due to the utilization of 
autonomous vehicles. 
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1. INTRODUCTION 

Autonomous vehicles are at the forefront of 
current technological advancements, and as this 
new technology becomes more widely accepted 
and commercially available, it is becoming a part 
of many proposed solutions to current problems 
and improvements to current systems. One such 
improvement is in the area of military missions. 
Since autonomous systems take at least part of the 
work out of the driving task, it is logical that the 
addition of autonomous driving technology to 
military missions could free crew members to 

attend more to other tasks and thus reduce the 
overall manpower necessary for mission 
completion. Due to the potentially unpredictable 
and complex nature of these missions paired with 
the current capabilities of autonomous systems, 
properly implementing such a technology is more 
complicated than simply eliminating the driver and 
leaving that task solely to the autonomous vehicle. 
It is highly likely for situations to be encountered in 
a mission environment that would necessitate 
intervention in the driving task by one of the crew 
members. This leads to a need to determine how to 
best balance the driving task with other mission 
tasks in order to reduce crew size while remaining 
capable of performing all tasks including necessary 
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monitoring of the driving task. The first step in 
arriving at a solution to this problem is 
understanding the interaction between humans and 
autonomous vehicles at different levels of 
autonomous capability including the humans’ 
situational awareness, cognitive load, and ability to 
respond to driving events as well as other mission-
related tasks. 

 
1.1. Related Work 

The idea of augmenting crew size by the use of 
autonomous vehicles has previously been explored 
in a study by Anderson et al. [1] who investigated 
techniques for achieving success with a reduced 
crew. Among these techniques were strategies for 
more successful reallocation of tasks, which 
focused on increasing crew communication and 
teamwork, eliminating tasks via automation, 
making tasks easier, and providing better resources 
for task completion. While these are all important 
concepts, it is necessary to also consider which 
reallocated tasks should go to which crew member. 
Due to the intensity of tasks and the 
unpredictability of missions, any static allocation of 
splitting the remaining tasks is not necessarily 
optimal at any given time. It would increase overall 
performance to be able to determine which crew 
member should perform individual tasks without 
the need for the crew members to decide for 
themselves after taking time to communicate with 
one another. 

The relationship between situational awareness 
and cognitive load in mission tasks was 
investigated in a study by Hollands and Spivak [2] 
that varied the presentation rate and presentation 
method of task commands. This study measured 
situational awareness by having participants give a 
report of the location of all enemies at varied points 
in the study while activities ceased according to 
SAGAT guidelines [3,4]. Cognitive load was 
measured using NASA-TLX [5,6] and performance 
was assessed on a Detection Response Task (DRT) 
[2]. The study found that higher rates of task 
commands increased cognitive load and decreased 

situational awareness. Additionally, visual 
commands increased cognitive load and decreased 
situational awareness more so than auditory 
commands. Since these command types are both 
common in real mission scenarios and will likely 
differ in their effects on situational awareness and 
cognitive load, it is important to investigate both 
when trying to create optimal task allocation. 

In a study on the effects of situation awareness on 
driver trust of partially autonomous vehicles [7,8], 
participants operated a partially autonomous 
vehicle while engaging in a secondary task. This 
study was done in a static driving simulator with 
participants having to respond to secondary tasks 
on a touch screen. The simulator consisted of an 
adjustable seat, steering wheel, accelerator, and 
brake pedal situated in front of three screens that 
were angled to slightly wrap around to show front 
and side views of a relatively low fidelity video 
driving simulation. The only variable that was 
manipulated in the study was whether or not the 
participant was given a prompt to increase their 
situational awareness, and then it measured 
situation awareness, cognitive load, and participant 
reported trust in each case. Along with its findings 
about trust, the study showed that at higher level of 
situational awareness, secondary task performance 
was improved [8]. Due to the similar structure of 
this study, it is particularly informative to take note 
their measurements of situational awareness and 
cognitive load which were the Situation Awareness 
Rating Technique (SART) [9], and NASA-TLX 
[5,6] respectively.  

Another metric that has been used for situational 
awareness in partially autonomous driving is the 
driving behavior itself [10,11] because situational 
awareness can be inferred by the success of task 
completion or the behavior to initiate intervention 
[11]. A study on how situational awareness differs 
in different autonomy conditions after different 
periods of autonomous control before “handoff” 
used this method for situation awareness evaluation 
[10]. This study was performed in a driving 
simulator, and participants were alerted by the 
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automation system when they needed to take over 
rather than determining critical events for 
themselves. The simulator was a high-fidelity 
simulator that used a full car body and a smooth, 
wrap around screen to create the environment. 

Driving has been simulated in virtual reality by 
Brown et al. [12] in a study investigating how 
human operators of vehicles with no autonomy 
interact with known autonomous vehicles while 
driving. The study utilized VR to create an 
environment that was more immersive and detailed 
than what is possible with many driving simulation 
systems while using a physical steering wheel, 
accelerator, and brake pedal as controllers to 
optimize the realism of operating the virtual 
vehicle. This methodology is useful because it 
gives the ability to measure movements of the 
physical controls which should already be 
commonplace to all participants who are licensed 
drivers. The combination of VR and physical 
pedals and steering heightens realism and 
immersion. This is the optimal choice for creating 
a realistic closed-hatch vehicle environment 
because most driving simulators are based around 
common road vehicles with no ability to create a 
closed environment. 

 
2. EXPERIMENT DESIGN 

In order to provide an immersive experience, this 
experiment utilizes a virtual reality (VR) approach. 
As seen in figure 1, the VR environment will 
consist of the interior of a closed-hatch military 
vehicle with a steering mechanism and two screens, 
one showing a view outside the vehicle with the 
other showing a communications screen where 
visual commands will be received.  

The steering mechanism will correspond to a 
physical steering device that will be mounted in 
front of the participant to be used as a controller 
along with physical acceleration and brake pedals 
positioned and programmed to maximize realism of 
vehicle operation.  

The study will be a between-subjects design with 
one independent variable for autonomy condition. 

Measured dependent variables will include 
situational awareness, cognitive load, driving task 
performance, and secondary task performance. The 
expected sample size is 125 participants. 

2.1. Tasks 
During the study, participants will be responsible 

for performing all or part of the driving task 
depending on the autonomy condition to which 
they are assigned. There are five such conditions 
each adding to the autonomous abilities of the 
previous condition. These conditions are shown in 
table 1. 

 
Condition Autonomous Vehicle Abilities 

1 No autonomy 
2 Longitudinal control (speed) 
3 Condition 2 + lateral control  

(lane keeping) 
4 Condition 3 + automated turning at 

intersections 
5 Condition 4 + obstacle detection and 

obstacle avoidance 

The first condition is the control condition in 
which the vehicle has no autonomous abilities. 
Condition 2 adds longitudinal control (speed). 

Figure 1: Sample view of the virtual reality environment 

Table 1: Autonomy conditions. 
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Condition 3 adds lateral control (lane keeping). 
Condition 4 adds automated turning at 
intersections, and Condition 5 adds obstacle 
detection and obstacle avoidance.  

Regardless of autonomy condition, road events 
will occur that go beyond the abilities of the 
vehicle’s autonomy and require intervention by the 
participant. Such events will be selected from the 
following: a pedestrian running into the road, a 
hostile pedestrian with a weapon, an animal 
running into the road, large items falling off of a 
vehicle, and debris blowing into the road. An 
example of a road hazard as it would be seen on the 
outside view screen in the VR environment is 
shown in figure 2. 

 

 

In addition to the driving task, participants will 
respond to secondary tasks that will be presented to 
them as both auditory and visual commands. Audio 
commands will be given over the audio in the VR 
headset, and visual commands will be given on the 
communications screen in the VR environment. 
Such commands will require simple, verbal 
communications of information displayed within 
the vehicle such as “Report your fuel level.” 

 
2.2. Procedure 

Participants will first be introduced to the VR 
headset and controls that they will be using and will 

be screened for simulator sickness susceptibility 
using the Simulator Sickness Questionnaire (SSQ) 
[13]. Approved, consenting participants will then 
take part in a three-minute familiarization session 
where a researcher will guide them through 
operating the vehicle at their assigned autonomy 
condition and responding to secondary task 
commands. 

After their familiarization with the system, 
participants will complete a fifteen-minute test 
session where they will be operating the vehicle at 
one of the five previously described autonomy 
conditions. During the session, they will receive a 
secondary task command either visually or 
auditorily once every thirty seconds. The driving 
task will involve normal conditions except for four 
road events that will happen at predetermined times 
of three minutes, six minutes, nine minutes, and 
twelve minutes into the study. Participants’ 
reactions to these events will be monitored by 
recording their movements of the steering 
mechanism, accelerator, and brake pedal. At two 
random points during the study, the simulation will 
be paused for participants to respond to questions 
about their environment and situation to measure 
situational awareness based on the Situation 
Awareness Global Assessment Technique 
(SAGAT) guidelines [3,4]. Physiological measures 
of heart rate, heart rate variability, and respiration 
rate will also be collected to determine participants’ 
level of arousal and stress while operating the 
virtual reality vehicle and responding to the 
secondary task commands. After completion of the 
test drive, participants will respond to 
questionnaires that will be used to further evaluate 
their situational awareness and cognitive load using 
the Situation Awareness Rating Technique (SART) 
and the [9] NASA Task Load Index (NASA-TLX) 
[5,6]. 

 
2.3. Evaluation 

The dependent variables that will be evaluated for 
each autonomy condition include situational 
awareness, cognitive load, response to road events, 

Figure 2: An example road event requiring intervention. 
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and accuracy of secondary task completion. The 
metrics used to determine situational awareness 
will be the SART questionnaire given after the 
study as well as the SAGAT-based questions given 
during the study. These questions will be 
formulated in such a way to determine the 
participants’ mission awareness, spatial awareness, 
time awareness, and vehicle awareness on the three 
different levels of situation awareness defined by 
Endsley as level 1: perception, level 2: 
comprehension, and level 3: prediction [3,4]. 
Cognitive load will be measured by the NASA-
TLX questionnaire that allows participants to 
respond to the intensity of their workload in terms 
of mental demand, physical demand, temporal 
demand, performance, effort, and frustration by 
indicating their rating of each in a twenty-one-point 
scale. [5,6] Additionally, cognitive load will be 
evaluated using the Cognitive Task Load Model 
developed by Neernix et al. [14] as well as by the 
participants’ stress and arousal as indicated by the 
physiological measures of heart rate, heart rate 
variability, and respiration rate. 

 
3. Future Work 

After this study to examine how situational 
awareness and task performance differ in different 
autonomy conditions, a second study will be done 
that also varies the rate of secondary task 
commands in addition to looking at different 
autonomy conditions. Varying the rate of 
secondary tasks will reveal the maximum level of 
cognitive load where successful completion of all 
tasks can still be achieved. Together with the results 
of the current study, this will inform a definition of 
situational awareness, cognitive load, and task 
performance of vehicle operators as a function of 
different levels of vehicle autonomy. What is 
learned from the results of these two studies 
together will then be used to develop a system to 
dynamically allocate secondary tasks to optimize 
performance based on predicted situational 
awareness and cognitive load. 

 

4. Discussion 
This research addresses the effects of automation 

on vehicle crew members’ primary and secondary 
task performance. This will be crucial information 
moving forward with efforts to consolidate three-
person teams into two-person teams through the 
addition of autonomous vehicle capabilities giving 
operators the ability to focus on tasks in addition to 
driving. The military has a particular interest in 
how automated driving systems may allow a 
vehicle operator to address secondary tasks. This 
project will investigate how such a system will 
affect the operator’s ability to monitor the primary 
driving task and respond if human intervention is 
required. Improved understanding of how 
automation and increased secondary tasking affect 
operator performance will lead to improved system 
designs that support effective management of crew 
member cognitive resources and tasks. Effective 
task allocation will be critical to efforts to reduce 
the number of crew members using automation. 

Previous studies have investigated task allocation 
after crew reduction, the relationship of situational 
awareness and cognitive load, and the relationship 
of situational awareness and automation, but the 
question of how task performance, situational 
awareness, and cognitive load interact with the 
particular level of autonomous ability of a vehicle 
has yet to be answered. The answer to this question 
will be essential to optimizing the utilization of 
autonomous vehicles in military missions. 
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